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We investigate a variant of the on-line learning model for classes of {0, 1} -valued func-
tions (concepts) in which the labels of a certain amount of the input instances are corrupted
by adversarial noise. We propose an extension of ageneral learning strategy, known as “Clo-
sure Algorithm”, to this noise model, and show a worst-case mistake bound of m+ (d+ 1) K
for learning an arbitrary intersection-closed concept class C, where K is the number of noisy
labels, d is a combinatorial parameter measuring C's complexity, and m is the worst-case
mistake bound of the Closure Algorithm for learning C in the noise-free model. For several
concept classes our extended Closure Algorithm is efficient and can tolerate a noise rate
up to the information-theoretic upper bound. Finally, we show how to efficiently turn any
algorithm for the on-line noise model into a learning agorithm for the PAC model with
malicious noise.

1. Introduction

In the on-line learning mode introduced in [1,15] a learner has to identify a
target chosen from a given class of concepts (i.e., subsets of a fixed set X) by seeing
a sequence of labeled instances (i.e., elements of X x {0, 1}). Each instance is labeled
according to whether it belongs or not to the target and the learner must exhibit some
hypothesized target concept before seeing the next labeled instance. To evaluate a
learner we look at the worst-case number of times (over all choices of targets and
instance segquences) the current hypothesis misclassified the next instance.

In this paper we investigate an extension of the above framework to take into
account the presence of adversaria noise. Namely, an adversary is alowed to choose
the labdls of a certain amount of the instances in the sequence presented to the learner.
The learner’s goal is to minimize the worst-case number of mistakes made over al
noisy sequences. This approach can be compared to the ideas and results contained
in [4,7,17] where genera (nonefficient) “conversion strategies’ to make an on-line
learning agorithm robust to adversarial noise were proposed.

We consider a very general on-line strategy known as “Closure Algorithm” [10,
12,13,19] for learning intersection-closed concept classes in the noise-free modd. We
extend this strategy to our noisy learning setting and show a worst-case mistake bound
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of m+(d+21)K for learning an arbitrary intersection-closed concept classC, where K is
the number of noisy labels, d is a combinatorial parameter measuring C's complexity,*
and m is the worst-case mistake bound of the Closure Algorithm for learning C in the
noise-free model.

For several concept classes our extension is efficient and in some cases can
tolerate a noise rate up to the information-theoretic upper bound for that class. Using
results from [9,13] we show that the classes of monotone monomials, k-CNF functions,
parity functions, integer lattices, conjunctions of counting functions, and k-ring-sum
expansions can be efficiently learned on-line with adversarial noise. We also propose
a genera technique for showing upper bounds on the noise rate tolerated by any
on-line learner disregarding computational constraints. This technique is applied to
the classes of subspaces of a linear space, hafspaces in {0,1}™, and to most of the
above-mentioned classes.

Finally suppose that, for some positive mg and R, and for al integers K > 0, an
on-line algorithm A makes at most mg + RK mistakes for learning a concept class C
using hypotheses from H when a most K labels are noisy. We then show that A
can be efficiently turned into an algorithm for learning C by H in the malicious PAC
model [14] with any accuracy ¢ and noise rate ¢ /R — « for any o > 0.

2. Notation, terminology, and basic facts

Fix an arbitrary set X (the instance domain). A concept class over X is any
collection of subsets of X. If C' isasubset of X we will use the same symbol C aso
to denote the characteristic function of the subset. For any concept class C let C the
class of the complements C for al C < C.

Following Littlestone [15] we define the on-line learning process by a sequence
of trials. On each tria the learner outputs a current hypothesis H € ‘H from some
fixed concept class H (the hypothesis class). Afterwards, the next labeled instance
(z,C(x)) isreveded, where x € X and C' is some fixed target concept from the target
class C. The boolean label C'(z) is 1 if and only if 2 belongs to C. The learner
makes a mistake on the tria if H(z) # C(x), in this case we say that the instance x
is a counterexample to hypothesis H. The counterexample x is positive if C(z) = 1
and negative otherwise. A “learner” in this model is thus defined by a mapping from
finite sequences (possibly of zero length) of labeled instances to hypotheses H € H.
In general, the mapping defining a learner needs not to be computable. When only
computable mappings are considered we will use the term learning agorithm instead
of learner.

Let H be the hypothesis class of learner A. We write MB(A, C, H) to denote the
worst-case number of mistakes made by A over al choices of the target C' € C and
over all trial sequences labeled by C'. Finally, let MB(C, H) denote the minimum of

1 For a particular implementation of our agorithm this combinatorial parameter is bounded from above
by the VC dimension of C.
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MB(A,C,H) over dl learners A using hypothesis class H. If H = C, then we use the
abbreviations MB(A4, C) and MB(C).

A closely related on-line learning model was independently introduced by An-
gluin [1]. In this setting the learner receives on each trial a counterexample z € X to
the current hypothesis H such that H(xz) # C(x). The learning process ends as soon
as the learner’s hypothesis H satisfies H = C.

For any on-line learner A using hypothesis class H, EQ(A, C,H) is defined by
the maximal length of a sequence of counterexamples received by A when the target
is chosen from C. Accordingly, EQ(C,H) is the minimum of EQ(A,C,H) over all
learners A.

The following result (proven in [16]) relates Littlestone’'s MB model to Angluin’s
EQ modd.

Fact 2.1. Any on-linelearner A inthe MB model isan on-line learner in the EQ model.
Vice versa, any on-line learner A’ in the EQ model is a conservative? learner in the MB
model. Moreover, EQ(A,C, H) < MB(A,C,’H) and MB(4’,C,H’) = EQ(A’,C,H)
for all target classes C.

We now consider the following extensions to the MB and EQ models taking into
account the presence of adversarial noise in the learning process. These extensions
were respectively introduced in [17] and [3].

Again assume H is the hypothesis class of learner A. For any nonnegative
integer K, let MB(A,C, H, K) be the worst-case number of mistakes made by A over
al sequences (x1, /1), (x2,42), ... of labeled instances such that there is some C € C
for which C(x;) # ¢; holds for at most K indices ¢ in the sequence. (In this model
the learner makes a mistake if it predicts the next label incorrectly, i.e., if H(x) # ¢;.)
The quantity MB(C, H, K) is defined analogously to MB(C, H) before.

For any noise rate 0 < r < 1 define EQ(A,C,H, r) as the maximal length of a
sequence of counterexamples received by A such that there is some C' € C for which
C(x¢) # £ holds for at most afraction » of the counterexamples in the sequence. The
quantity EQ(C,H,r) is defined as before. Observe that in the EQ model we measure
the amount of noise by a relative noise rate while in the MB model we count the
absolute number of noisy counterexamples.

The next result extends fact 2.1 by showing the relationships between the EQ
model and the MB model in presence of adversarial noise.

Fact 2.2. Let A be an on-line learner with hypothesis class H.

1. If MB(A,C,H,K) < M + RK for some M,R > 0 then for dl » < 1/R and
m > mo = M/(1—rR), MB(A,C,H,rm) < m. Furthermore, EQ(4,C, H,r) <

mo.

2We say that a learner is conservative if it changes its hypothesis only when a mistake occurs.
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2. If EQ(A,C, H,r) = mg then thereis an on-line learner A’ with MB(A’,C, H, K) <
mo + RK, where R = (14 1/mg)/r.

Proof. For proving part 1 we have
MB(A,C,H,rm) < M + Rrm = (1 — rR)Ymgo+ Rrm <m

for al m > mg. Now assume that EQ(A,C,H,r) > mg. Then there is a sequence of
counterexamples to the hypotheses of A of length m > mg such that a most »m of
the counterexamples are noisy, contradicting MB(A,C, H,rm) < m.

For proving part 2 let A’ be the learner which runs A as subroutine until A
makes mg + 1 mistakes. Then A’ restarts A and runs A until it again makes mg + 1
mistakes. This continues for the whole sequence of trials. Observe that among the
mo + 1 mistakes of one run of A there are at least |rmo + 1] noisy trias since
EQ(A,C, H,r) = mp. Hence there are a most K/|rmo+ 1] + 1 runs of A where the
last run makes at most mg mistakes, thus giving

K
MB(A,C, H, K) < (mo+1)+m0<W(mo+l)+mo
0

K
|rmo + 1]

and concluding the proof. O

We close the section with some further definitions and notation. We use N to
denote the nonnegative integers and Z to denote the integers. If S is an arbitrary set,
P adistribution over S, and R a random variable over S, then the expectation of R
with respect to P is denoted by E,. p[R(s)]. Finaly, let log be the base 2 logarithm.

3.  An extension of the Closure Algorithm
We begin by showing that whenever a target class is noise-free on-line learnable

(i.e., on-line learnable with noise rate 0), then there exists a general (nonefficient)
strategy such that C is on-line learnable for any noise rate r < 1/2.

Theorem 3.1. Fix a target class C. Then for any concept class H such that EQ(C,
H,0) > 0and any 0 < r < 1/2, there is an algorithm A that yields

EQ(C,H,0), 2e-EQ(C,H,0)
EQ(A,C,ZX,T)<217H(T) log o)

where H is the binary entropy function

H(zx) = —zlog(x) — (1 — x)log(1 — x).
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Proof. From [7, theorem 5], we know that, for any mg = MB(C,H,0) and any
K > 0, there exists a conservative on-line learner A such that

K mo
MB (A,C,ZX,K) < max{q eN: ¢< Iogz <3> +Iogz (j)}
i=0 =0

By using S% (9) < 20HEK/D and > % (‘]1) < (ge/mo)™, we get
MB (A4,C,2%, K) < max {q € N: ¢ < ¢H(K/q) + molog(qe/mq)}.

If we run A (which is conservative) in the EQ model while assuming K/q < r, we
find that

EQ(A,C,ZX,’I“) < max{q eN: ¢g<qgH(r)+ molog(qe/mo)}

mol0g(q &/mo) } .

= max N: g <
{qe TS I H

It is then easy to verify that

m 2em
4> 277 Ig(r) 097 — H?r)
implies
molog(q &/mo)
1-H()
thus proving the theorem. O

We now move on to the description of the Closure Algorithm and its extension
to the noisy on-line learning moddl. Some preliminary definitions are needed.
The closure operator Clg : 2% — 2X is defined by the formula

Cle(®)= (] ¢C

{Ccec: Sccy

(f {C eC: SCC}=0then Cle(S)=X.)

Notice that, if C isthe class of al subspaces of alinear space X, then the closure
operator Cl¢(S) returns the subspace spanned by S C X.

A concept class C on domain X is intersection-closed if for al finite S C X,
Cle(S) € C. In other words, the intersection-closedness property holds whenever the
intersection of all concepts in C containing an arbitrary subset of the domain belongs
to C as well.

Examples of intersection-closed concept classes include: axis-paralel n-dimen-
sional rectangles, k-CNF boolean functions, subspaces of alinear space, integer lattices.
However, notice that any concept class can be made intersection-closed by adding the
set of all intersections of concepts in the class. The Closure Algorithm CA (sketched in
figure 1) simply hypothesizes the closure of the set of al counterexamples received up
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Algorithm CA.
Input: Hypothesis class H.

o Initidize the state variable Sy := 0.
e Fort=0,1,...

1. Let H; = Cly(S;) be the current hypothesis.

2. Read next labeled instance (241, f¢+1)-

3. If Hy(xir1) =0and #4119 = 1then Siiq:= S U{xs1}.
Else S;11:=S;.

Figure 1. A sketch of algorithm CA (the standard Closure Algorithm).

to the current trial. Due to the intersection-closedness property of the target class, the
algorithm’s hypotheses always are the smallest concepts consistent with all previously
seen (positive) counterexamples, and thus in the noise-free case the Closure Algorithm
will only receive positive counterexamples. For instance, let C be all subspaces of a
d-dimensional linear space X. We then immediately have MB(CA, C) = d, since the
Closure Algorithm will receive only linearly independent counterexamples.

We now introduce a class of operators Base mapping subsets of X to subsets
of X. A mapping Basc:2X — 2X is a basis operator with respect to a concept
class C if for dl S C X it holds that Bas:(S) C S and Cl¢(Base(S)) = Cle(S). (This
definition of basis operator is analogous to that of spanning set for a set S as given
in [10].) A trivia basis operator is the identity mapping. In the case C is the class of
al subspaces of a linear space, a very natural basis operator maps each S C X to a
maximal subset S’ C S of linearly independent vectors.

We say that a basis operator Basy; is minimal if for all basis operators Bas for C
and for al S C X it holds that | Bas;(S)| < | Base(S)|. Minimal basis operators enjoy
the following property.

Lemma 3.2 [5,18]. For dl intersection-closed concept classes C on a set X, if Base
is minimal then for all S C X, | Bas¢(S)| is a most the VC-dimension of C.

Whenever clear from the context the subscript C will be dropped from Cl: and
Base. The Extended Closure Algorithm XCA (see figure 2) is designed to cope with
noisy counterexamples. On each trial XCA chooses as current hypothesis the closure
of the current set of positive counterexamples. When a (possibly noisy) positive
counterexample x is received, the algorithm behaves like in the noiseless case adding
x to the current set of positive counterexamples. However, if © was noisy, then a
negative counterexample might be received in a later trial, since the new H will be
too big containing at least the noisy . Whenever that happens, that is XCA receives a
negative counterexample, H is shrunk by removing from the current set .S of positive
counterexamples its basis (thus possibly all of S).
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Algorithm XCA.
Input: Hypothesis class H.

e Initidize the state variable Sy := 0.
e Fort=0,1,...

1. Let H; := Cly(S;) be the current hypothesis.

2. Read next labeled instance (2441, f111)-

3. If Hy(rir1) =0and ly11 = 1then Siq:= S U{xs11}.
If Hy(zi41) = 1and ¢,1 = Othen Syiq := S;\ Basy(Sy).
Else S;11:=5;.

Figure 2. A sketch of algorithm XCA (the eXtended Closure Algorithm).

We are now ready to prove the main result of this section.

Theorem 3.3. Let C be a concept class and H be an intersection-closed concept class
such that C C ‘H. Then for any basis operator Basyy, and for any K > 0,

MB(XCA,C, H, K) < MB(CA,C, H) + (d + DK, )
where
d = max {| Basy(S)|: S C X, |S| <MB(CA,C,H)}.

Moreover, if Basy is minimal, then d is a most the VC-dimension of H.

In the proof of the theorem we will assume without loss of generality that algo-
rithm XCA does not receive supporting examples such that ¢, 1 = Hy(xs11). We will
use the following lemma bounding the number of counterexamples kept in the state
variable.

Lemma 3.4. After any sequence of counterexamples x4, ..., z, the state variable S,
of algorithm XCA contains at most MB(CA, C, H) correct counterexamples.

Proof. Let ) = Tp,T4,...,T,, be a sequence of subsets of X such that for all
1<i<m

T, =T;—1U{z;} forsomex; € X \ Cly(T;—1). 2

Obvioudly |7T;| = i. Furthermore, if there is a concept C' € C such that x; € C for
al 1 < i< mthen m < MB(CA,C,H) since the counterexamples x4, ..., z,, can be
given to the closure agorithm when learning C' with hypotheses from H.

We prove the lemma by induction on ¢, showing that for any sequence of coun-
terexamples z1, .. ., z, there isa sequence ) = T, 11, . . ., T, € X with property (2)



90 P. Auer, N. Cesa-Bianchi / On-line learning

such that T,,,, equals the subset S C S, of correct counterexamples of the state
variable S, of agorithm XCA. Since the state variable contains only positive coun-
terexamples the correct counterexamples are elements of the target concept which
implies the lemma.

The case ¢ = 0 is trivial. Then assume that there exists a sequence () = T,
T, ..., Tm,_, with property (2) and T,,_, = S(SC_)l. If 2, is apositive counterexample
then z, ¢ Cly(S,—1) and S, = Sy_1 U {xzg}. Thus 2, ¢ Clyu(S9,) and if
is a correct counterexample then S© = S9, U {z,}, otherwise S = S . If
SO = 89, the same sequence Tp, 71, ..., T, , = S, = SO satisfies (2). I

SO =89 U{x} then To, T4, , Ty, = SOy, T, = SO satisfies (2). If o4 isa

negative counterexample then S, = S,_1\ Basy(S,—1) and 5 = Sécll\BasH(Sq_l).
Define T] = T; \ Basy(S,-1) for i = 0,1,...,mg_1. If 2; € Basy(S,—1) then
T = T] 4, if x; ¢ Basy(Sy—1) then T] = T} ; U{z;} and z; ¢ Cly(T]_,) since
Cly(T}_;) € Cly(T;—1). Hence, after removing duplicates from T, 17, . .. ,T,qu_l we
have a sequence satisfying (2), which completes the proof of the lemma.

Proof of theorem 3.3. Let S = x1,...,z, be the sequence of counterexamples pre-
sented by the adversary, S, the subsequence of S which corresponds to the con-
tent of the state variable, and S’ the subsequence of al other elements in S. Thus
q = |Sq4| +|5'|. According to lemma 3.4, |S,| < MB(CA,C,H) + K,, where K, is
the number of false counterexamples in S,. Denoting by K’ < K — K, the number of
false counterexamples in .S, it suffices to show that |S’| < (d+ 1)K’. Observe that S’
consists of all negative counterexamples and al positive counterexamples in S which
were removed from the state variable at some point. Consider atrial ¢ € {1,...,q}
where a negative counterexample x; was presented and a set P; of at most d positive
counterexamples was removed from the current state variable. Either z; is afase neg-
ative counterexample or P; contains a false positive counterexample since x; € CI(7;).
Thus, we may remove z; and the elements of P, (at most d + 1 elements altogether)
from S and charge the false counterexample for that. Since no false counterexample
is removed twice, a most (d+ 1)K’ elements of S are removed, i.e, |S'| < (d+1)K’.
An application of lemma 3.2 concludes the proof. O

4. A general upper bound on the noise rate

In this section we introduce a general technique to prove upper bounds on the
noise rate tolerable by any on-line learner (therefore disregarding computational issues).

Theorem 4.1. Let C, ‘H be (possibly identical) concept classes on domain X. Let
S ={(x1,01),...,(xs,¢s)} beasubset of X x {0,1} and, foral 1< i < s, let S; be
S where (z;, ¢;) has been replaced by (z;,1— ¢;). If the following hold:

(1) x; #xjfor 1<i<j<s,
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(2) no H € 'H is consistent with S,
(3) foral 1 <i<s,.S;isconsstent with some C; € C,

then EQ(C, H,1/s) = oo and EQ(C,H,1/s) = cc. o
Furthermore, MB(C,H, K) > (s — 1) + sK and MB(C, H, K) > (s — 1) + sK
for dl K > 0.

Proof. Let A be an on-line learner for C using hypotheses from . For al ¢ > 0,
let H, € H be A’s hypothesis after the adversary has returned ¢ counterexamples. By
definition of S, some (z;,¢;) € S can be found such that H,(x;) # ¢;. The adversary
then returns the counterexample ;.

We now show that after any number of counterexamples ¢ there is a target
C € C such that a most ¢/s counterexamples disagree with C. Fix a¢ > 0. By
the pigeonhole principle, after ¢ counterexamples there is some 1 < i < s such
that the adversary returned the counterexample z; a most ¢/s times. Let C; be any
concept in C consistent with S;. Notice that, by definition of S, C; is consistent with
al counterexamples z; such that j # . Thus C; will disagree with at most ¢/s
counterexamples.

By flipping the labels of S one can apply the same argument to the concept
classes C, H. The bound for the MB mode! is derived similarly. O

5. Applications

In this section we give some applications of theorems 3.3 and 4.1. The first one
is a simple upper bound on the tolerable noise rate when learning subspaces of an
arbitrary linear space.

Corollary 5.1. Let V be the class of all subspaces of a d-dimensiona linear space V.
Then EQ(V, 1/(d + 1)) = co and MB(V, K) = MB(XCA,V,K) = d + (d + 1)K for
al K > 0.

Proof. We fix d linearly independent vectors vq,...,v4 in ¥V and set u = Elevi.
It is then easy to see that the set {(v1,1),...,(vVg, 1), (u,0)} fulfills the conditions of
theorem 4.1. To prove the upper bound on MB(XCA, V, K) we use the identity basis
operator for the class V. Then the corollary follows immediately from theorem 3.3
since MB(CA, V) = d. O

Lee0=(0,...,0,1=1(,...,1), and ey,...,e, the unit vectors of {0,1}",
where n is made clear from the context.

Let MON,, be the concept class of all the boolean functions that can be expressed
as monotone monomials (that is monomials containing only unnegated variables) over
n boolean variables. Let k-CNF,, be the concept class of al boolean functions over
{0,1}" that can be expressed in conjunctive normal form using clauses with at most
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k literals (k-clauses). Notice that both classes are intersection-closed. An easy result
is the following.

Corallary 5.2. For any K > 0 the class MON,, is on-line learnable with MB(MON,,, K)
= MB(XCA,MON,,, K) = n + (n + 1) K. Furthermore, XCA runs in time polynomial
inn and K.

Proof. Notice that the closure of a set S of positive counterexamples is the longest
monomial M satisfying all counterexamples. Thus al hypotheses in MON,, are rep-
resentable with O(n) bits and their values are computable in linear time. Also, each
positive counterexample added to S shortens M by dropping at least one variable.
Thus EQ(CA, MON,,) < n. Consider now the Extended Closure Algorithm using MON,,
as hypothesis class and the identity basis operator for the class MON,,. By theorem 3.3
we immediately conclude MB(XCA,MON,,, K) < n + (n + 1) K. To prove the lower
bound on MB(MON,,, K) let S be the set {(€1,1),...,(€:,1),(1,0)}. Clearly, al the
instances are distinct and no monotone monomial is consistent with S (the empty
monomial has constant value 1 on al of {0,1}™). Moreover, we can easily find a
monotone monomial consistent with the set S’ obtained by flipping the label of any
single instance in .S. An application of theorem 4.1 then concludes the proof. O

Corollary 5.2 alows us to prove a second resullt.

Corollary 5.3. Let N = Y2 (")2". Then for any K > 0 the class k-CNF,, is on-
line learnable with MB(k-CNF,, K) < N + (N + 1)K and in time polynomia in N
and K.

Proof. Observe that N = % (")2' equals the number of satisfiable k-clauses
over n variables z1,...,z,. Let y1,...,yn be a set of boolean variables where
each y; (1 < ¢ < N) is uniquely associated to a satisfiable k-clause. Then any
x € {0,1}" is mapped to ayy € {0, 1}V (notice that the image of {0, 1} under this
mapping is a strict subset of {0, 1} V). Therefore, each k-CNF formula F on 1, . . ., z,,
will be mapped to a monomia Mg on yi,...,yxy such that F'(X) = Mg(yx). The
agorithm A for learning k-CNF,, uses the Extended Closure Algorithm, applied to the
class MONy, as a subroutine. Each time a counterexample X is received A maps it
to the corresponding yx and feeds it to XCA. In response, XCA outputs a concept
C € MONy. A then trandates C' into a conjunction of satisfiable k-clauses H which
becomes A’s new current hypothesis. An application of corollary 5.2 then yields
MB(k-CNF,, K) < N + (N + 1)K. The computation time spent by agorithm A on
each trial is clearly polynomia in V. O

For all n > 1 let PARITY,, be the class of parity functions over al subsets of
{z1,...,2,}. The following observation legitimates the use of the Extended Closure
Algorithm to learn PARITY,,.
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Lemma 5.4 [9]. Each C € mRITY,, isalinear subspace of {0, 1} ™ with respect to the
addition modulo 2 and the usual scalar product over {0, 1}.

Let sus,, bethe class of al linear subspaces {0, 1} ™ with respect to the operations
defined in the statement of lemma 5.4.

Corollary 5.5. For all K > Otheclass PARITY,, ison-line learnable with MB(PARITY,,,
SUB,,, K) = MB(XCA, PARITY,, SUB,,, K) = n + (n + 1) K. Furthermore, XCA runs
in time polynomial in n and K.

Proof. By lemmab5.4 we have PARITY,, C SUB,,. We run the Extended Closure Algo-
rithm using the identity basis operator Bas; for sus,,. Since suB,, isthe class of al lin-
ear subspaces of an n-dimensional linear space we immediately have EQ(CA, suB,,) <
n and therefore theorem 3.3 implies MB(XCA, PARITY,,,SUB,,, K) < n + (n + 1) K.
Finally, al hypotheses H € suB,, can be represented using O(n?) bits and computing
the value of any H (i.e, testing for linear independence a set of at most » boolean
vectors over {0,1}") takes time polynomia in n (see, eg., [20]). Thus XCA spends
polynomia time (in n) on each trial.

The lower bound on MB(PARITY,,, SUB,, K) can be established analogously to
corollary 5.1 if the v; are chosen as the unit vectors. O

Notice that PARITY,, is the concept class {C: T C{1,...,n}}, where Cr(x) =
@;crzi for Al x € {0,1}" and P denotes addition modulo 2. A generdization
of PARITY,, is the class of ring-sum expansions over n variables whose learnability
in the PAC model was studied in [9]. A ring-sum expansion is a boolean function
Crm(X) = D prep M(x) for an arbitrary M C MON,. A well-known fact states that
any boolean function can be represented as a ring-sum expansion. By insisting that
a most k£ variables (for £ < n) appear in each monomia one abtains the class of
k-ring-sum expansions (k-RSE).

Corollary 56. Let N = % (). Then for al K > 0 the class k-Rsg,, of k-ring-
sum expansions over {0,1}" is on-line learnable with MB(k-RSE,,, Hf. n, K) < N +
(N + 1)K and in time polynomid in N and K, where H;,, is a concept class that
contains k-RSE,,, is evaluatable in polynomial time, and such that its complement #y ,,
is intersection-closed.

Proof. The statement is proven in much the same way as corollary 5.3. We consider
anew set of N = Zf;o (7) boolean variables and a one-to-one mapping between the
monotone monomials and this set of variables. Let yy be the unique element of {0, 1}V
towhich x € {0, 1} ™ gets mapped. Then for each C' € k-RSE,, thereisa Ho € PARITY iy
such that C(x) = Hg(yx). Let A be the algorithm that runs the Extended Closure
Algorithm on PARITYy using SUBy as hypothesis class. A’s initid hypothesis is

the complement of XCA's initial hypothesis. Each time a new counterexample X is
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received, A computes yy (in time polynomia in n) and presents it to XCA. The
complement of XCA’s new hypothesis is then A’s new current hypothesis. By the
above considerations and corollary 5.5 we easily obtain MB(k-RSE,,, Hj n, ) < N +
(N + 1)K where Hy, ,, is the polynomial-time evaluatable class SUBy in which each
variable y; (1 < i < N) has been replaced by its associated monomial. Finaly, notice
that the time spent by A on each tria is polynomia in n. O

Another application of theorem 3.3 yields the learnability of integer lattices in
the presence of noise. An integer lattice £* is a subset of Z* closed with respect to the
operations of addition and multiplication by an integer. Let £¥(n) be the restriction
of £Fon{—-n,...,—1,0,1,...,n}". Notice that £*(n) is intersection-closed.

In [13] it is shown that £F(n) is noise-free on-line learnable by the Closure
Algorithm in time polynomia in logn and k. We can show the following.

Corollary 5.7. Let g = |klogn + k(log k)/2] + k. Then:

(1) for al K > 0 the class £¥(n) is on-line learnable in time polynomial in g and K
with MB(XCA, £F(n), K) < g + (g + DK

(2) EQ(L*(n),r) = oo for any » > (1 — o(1))loglogn/(klogn) where o(1) — 0 as

n — OoQ.

Proof. To prove part (1) we apply the Extended Closure Algorithm with the identity
basis operator. Checking for membership in the closure of a set S of counterexamples
is computable in polynomial time (see, eg., [20]). The bound of the number of
mistakes is then obtained by applying theorem 3.3 to the bound MB(CA, £*(n)) < ¢
proven in [13].

To prove part (2) let p1,...,pm € Z be distinct primes with ]2, p; < 2n.
Denote by e,...,e, the unit vectors of Z*¥. For 1 < ¢ < k, 1 < i < m, let
Xei = ([1;i )€, and xo = (L,..., ).

No C € LF(n) is consistent with S = {(Xo,0), (X1.1,1), . - -, (Xg.m, 1)}. Further-
more, the set {(Xo, 1), (X1,1,1), ..., Xx.m, D} is consistent with {—n,...,—-1,0,1,...,
n}* € LF(n).

Now assumethat (z,;, 1) isreplaced by (x;;, 0) giving Sy ;. Then S, ; isconsistent
withCl({ey,...,e_1,pi€, €11, ..,6}). Using [13, equation (1), p. 245] forall ¢ > 0
there exists n. such that for al n > n. we can choose m > (1+ ¢)logn/(loglogn)
primes satisfying ]\, p; < 2n and thus proving the result. O

As another application consider the target class defined asfollows. For all positive
integers m let Z,, be the class of residues modulo m. If n is a positive integer,
k < m anonnegative integer, and w a vector in Z7,, we define the k-counting function
My :Z7, — {0,1} by

1 otherwise.

Mw,k;(x) = {
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Let k-COUNT,, be the class { My, : w e Z]} of k-counting functions over Z7 and
k-DCOUNT,, the class of all digunctions of functions in k-COUNT,,. In[8], an agorithm
using the Closure Algorithm as subroutine is shown to learn k-DCOUNT,, over Z7 for
any prime p with at most » + 1 mistakes in polynomial time. Moreover, the algorithm
generates hypotheses that are digunctions of a most n k-counting functions. By
applying theorem 3.3 to this result we can easily get the following.

Corollary 5.8. For al K > 0 and for al primes p the class k-DCOUNT,, over Z7
is on-line learnable in time polynomia in n, p and K with MB(k-DCOUNT,,, K) <
n+1+(n+2)K.

We conclude the section by proving an upper bound on the noise rate tolerable
by any on-line learner for the class HALFSPACES, of al linearly separable boolean
functions over {0, 1} ™.

Corollary 5.9. For dl n > 1, EQ(HALFSPACES,,, 1/(n + 2)) = oo and
MB(HALFSPACES,,, K) > n+ 1+ (n+ 2K
fordl K > 0.

Proof. Let S be the set {(0,0),(e1,1),...,(e,,1),(1,0)}. Clearly, no halfspace is
consistent with S. It is also easy to see that by flipping the label of either (O,...,0) or
(1,...,1) wecan find consistent halfspaces. Finally, choose 1 < i < n and let S; be S
with (e;, 0) in place of (g;,1). Consider the halfspace {(v1,...,vs): Do q wiv; > 1},
where w; = 1for j # i and w; = 1—n. Itiseasy to seethat this halfspace is consistent
with S;. Thus theorem 4.1 can be applied and the result immediately follows. O

Remark. In the above applications we did not use the full generality of algorithm XCA
because we only used the identity mapping as basis operator. Nevertheless, the analysis
of XCA is not much easier in this case, and in fact there are concept classes where
other basis operators can be used, e.g., the class of axis-parald rectangles (see [3]).

6. From on-line to PAC learning in the presence of noise

In this section we show that any learning algorithm developed for the on-line
model with noise can be canonically and efficiently turned into an agorithm for the
PAC model with malicious noise.

In the standard PAC model introduced by Valiant [21] the learner has access to
an oracle returning on each query some labeled instance (x, C'(z)), where C' is some
fixed concept belonging to a given target class C and x is randomly drawn from a
fixed distribution D over the domain X. Both C' and D are unknown to the learner
and each random draw of x is independent on the outcomes of the other draws.

In the malicious variant of the PAC model introduced by Kearns and Li [14] (the
reader is referred to that paper for motivations) on each query the oracle is allowed
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Algorithm Apec.
Input: A labeled sample (z1,41), ..., (@m, fm).

1. Initialize agorithm A.

2. Remove from the sample a counterexample (xz;,¢;) to A’s current
hypothesis and present it to A until al examples have been removed
from the sample or no further counterexamples can be found.

3. Output A’s fina hypothesis H € H.

Figure 3. A sketch of the PAC learning algorithm Aps using the on-line learning algo-
rithm A as subroutine.

to flip a coin with fixed bias n for heads. If the outcome is heads, the oracle returns
some labeled instance (z, £) adversarialy chosen from X x {0, 1}. If the outcome is
tails, the oracle is forced to behave exactly like in the standard model returning the
correctly labeled instance (x, C(x)) where z ~ D.

In both the standard and the malicious PAC model the learner’s goal on all inputs
e,6 > 0isto output some hypothesis H € H (where H isthe learner’s fixed hypothesis
class) by querying the oracle at most m times for some m = m(g, 6) in the standard
model and for some m = m(e, §,7n) in the malicious model. For al targets C € C and
distributions D, the hypothesis H of the learner must satisfy E,.p[H(x) # C(z)] < ¢
with probability at least 1 — 6 with respect to the oracle’s randomization. We will call
¢ and 6 respectively the accuracy and the confidence parameter.

We now present a conversion of an on-line learning algorithm A to a learning
agorithm Apac (see figure 3) for the malicious PAC model. The following lemma will
be used.3

Lemma 6.1 [2]. For al target classes C and hypothesis classes H on a domain X,
for al targets C € C, for al distributions D on X, and for dl £,6,v > 0. Given a
sample of m instances independently drawn from D and labeled by C', where

> 8 dln48+ln4
m = —5— — =
2 y2e )

and d is the VC-dimension of H, the probability that there exists H € H making at
most (1 — )em mistakes on the sample and such that E, p[H(z) # C(x)] > e isa
most 6 with respect to the random sample draw.

Theorem 6.2. Choose a target class C, an hypothesis class H and suppose A is an
on-line algorithm such that MB(A, C, H, K) < mo+ RK for some positive mgo, R and

3 The result proven in [2] is more general. We specialize it for our purposes.
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for al nonnegative K. Then for all o > 0 and al ¢,6 > 0, given a sample of size
m = max iIng Smo 722 dlIn 4326+In§
N 202 6 aR’ o?R? o?R? 5) ]’

where d is the VC-dimension of 7, the algorithm Aps learns C using hypothesis
class H in the PAC learning model with malicious noise rate /R — «, accuracy e,
and confidence 6.

Proof. Inthe sample S = ((x, £))1<t<m returned by the malicious oracle, let K be
the number of examples which were subject to malicious noisg, i.e., those examples
(x,¢), where z and ¢ have been arbitrarily chosen by the oracle. Let S’ be the sample
obtained from S by replacing each noisy example (z, /) with (2/, C(z)), where z’ is
independently drawn from D and C' € C is the target. The proof is based on the
following observation: The total number of mistakes made by the final hypothesis H
on the “clean” sample S’ will be at most the number of counterexamples presented
to A while run on S plus the number of remaining noisy examples in S that were not
given to A as counterexamples. By applying standard PAC learning results we can
then bound the expected error of H in terms of empirical error on S’.

Observe that K isthe sum of m independent Bernoulli trials each with probability
of success at most ¢/R — a. Thus, by standard Hoeffding bounds, for al 0 < 7 < 1
the inequality K < m(e/R — « + 7) holds with probability at least 1 — §/2 whenever
m > (1/272)In(2/6).

Let K4 < K be the number of noisy examples in S which were presented as
counterexamples to A during the run of Apy. Then the total number of counterexam-
ples presented to A is bounded by MB(A,C, H, K 4) < mo+ RK 4. Hence the number
of examples in S’ that are misclassified by Aps’s fina hypothesis is at most

mo+ RK4+ (K — K4) <mo+ RK <mg+ me —mR(a — 1),

where the last inequaity holds with probability at least 1 — 6/2. If we now choose
T =a/3 and v = aR/(3¢) then

3
mo+me —mR(a—7)<(1—~)me form > %.

Applying lemma 6.1 we find that E,.p[H(x) # D(x)] > ¢ with probability at
most /2, yielding the theorem. O

We can apply theorem 6.2 to efficiently learn each of the concept classes MON,,,
k-CNF,,, k-RSE,, Ek(n) and £-DCOUNT,, in the malicious PAC model. However, it
should be a so noted that there exist techniques to efficiently turn any learning algorithm
for the noise-free PAC maodel into PAC algorithms tolerating a certain rate of malicious
noise. In [14, theorem 11, p. 824] it is shown that any PAC learning algorithm using
sample size m can be efficiently turned into an algorithm tolerating a malicious noise
rate of (Inm)/m.
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Via different techniques, using [11, corollary 8, p. 10] and a result from [6], it
can be shown how to efficiently use any PAC learning algorithm with finite hypothesis
space of VC-dimension d to learn in presence of a malicious noise rate arbitrarily close
toe/(7d+ 1+¢). Itislikely that, via a more careful analysis, the constant in front of
d might be improved.

7. Conclusions and open problems

In this paper we have introduced a new on-line agorithm (a simple variant of the
popular “Closure Algorithm”) for learning intersection-closed concept classes while
tolerating a bounded fraction of adversarial noise. In several natura cases the running
time of our algorithm has been shown to be polynomia in the problem’s parameters.
To our knowledge, this is the first example of a quite general and efficient on-line
strategy for learning in presence of noise.

An open problem is whether the sample size bounds for converting an on-line
agorithm to a malicious PAC learning algorithm can be substantially improved or,
aternatively, the general upper bound of ¢/ R on the noise tolerance brought closer to
the information-theoretic upper bound /(1 + €).

A second open problem is whether randomized variants of our algorithm can be
shown to have good bounds on the expected number of mistakes.
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